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Abstract— We show how to replace some of the randomized
decisions in the encoding and decoding of polar codes by
deterministic decisions. Specifically, we prove that random
decisions on low-entropy bits may be replaced by an argmax
decision without any loss of performance. We illustrate the
usefulness of this result in the case of polar coding for the
Wyner-Ziv problem and for channel coding.

I. INTRODUCTION

Although polar codes possess low-complexity encoders
and decoders, their operation often requires the use of many
bits of shared randomness [1]. In the following, we show how
to further simplify their implementation by using determin-
istic decisions in place of the random decisions for the low-
entropy bits in the encoding and decoding. Intuitively, the
random choice of low-entropy bits is heavily biased so that
a deterministic decision, e.g., an argmax rule, should have
little impact on their performance. In fact, Arıkan already
proved this intuition correct for lossless source coding [2].
However, as further discussed in the next section, the proof
technique does not directly extend to more advanced settings.

The remainder of the paper is organized as follows.
Section II sets the notation for the paper and reformulates
Arıkan’s result for lossless source coding. Our main technical
contribution is Lemma 2 in Section III, which develops a
general proof technique for studying the argmax decision
for low-entropy bits in polar coding schemes, Section III
and Section IV apply this result to Wyner-Ziv coding and
channel coding, respectively. Section V concludes the paper
with a discussion of the significance of the results.

II. ARGMAX DECISION FOR LOSSLESS SOURCE CODING

In the following, we consider a binary alphabet X ,
{0, 1} and a countable alphabet Y . For n ∈ N, we let

Gn ,
[
1 0

1 1

]⊗n
be the source polarization transform defined

in [2]. We also define N , 2n and for β < 1/2, δN , 2−N
β

.
For two distributions pX , pX′ , over the same finite alpha-

bet, we note

V(pX , pX′) ,
∑
x

|pX(x)− pX′(x)|
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the variational distance between pX and pX′ . We note D(·||·)
the divergence between two distributions. For two joint
distributions pXY and qXY over the same finite alphabets,
we denote the conditional divergence w.r.t. pX [3], by

D(pY |X ||qY |X |pX) ,
∑
x,y

pY X(y, x) log
pY |X(y|x)

qY |X(y|x)
.

We denote the indicator function by 1{ω}, which is equal
to 1 if the predicate ω is true and 0 otherwise.

We define the integer interval Ja, bK as the set of integers
between bac and dbe. We indicate the length of vector
with superscript; for instance, XN is a vector with N
component. For any set A ⊂ J1, NK, we denote by XN [A]
the components of XN whose indices are in A. We also
define the constant γ ,

√
2 log 2.

Consider a Discrete Memoryless Source (DMS)
(X × Y, qXY ). Lossless source coding with side information
consists in forming a compressed version M of XN , such
that a decoder is able to reconstruct XN from (Y N ,M)
with vanishing error probability in the limit of large N .

Define UN , XNGn whose probability distribution is
denoted by qUN and the set

HX|Y ,
{
i ∈ J1, NK : H(Ui|U i−1Y N ) > δN

}
.

Let ŨN be defined by p̃UN ,
∏N

i=1 p̃Uj |Uj−1 , with

p̃Uj |Uj−1(ũj |ũj−1) ,

{
1 {ũj = Uj} if j ∈ HX|Y

1 {ũj = u∗} if j ∈ Hc
X|Y

, (1)

where u∗ , argmaxu qUj |Y NUj−1(u|Y N ũj−1).

Encoding and decoding are performed as follows.
• Encoding: Form UN from XN and return UN [HX|Y ].
• Decoding: From (UN [HX|Y ], Y N ) form ŨN as in (1).

In other words, ŨN is constructed from the “high-entropy”
bits UN [HX|Y ] and by deterministically choosing the re-
maining “low-entropy” bits UN [Hc

X|Y ] with an argmax
decision.

Theorem 1 (Adapted from [2]): Assume that UN and ŨN

are drawn from qUN and p̃UN . Then, the encoding rate is
asymptotically optimal, i.e.,

lim
N→∞

|HX|Y |/N = H(X|Y ).

With high probability, UN and ŨN are identical, i.e.,

P[ŨN 6= UN ] 6 NδN .



The proof technique used in [2], [4] relies on Bhat-
tacharyya parameters. Specifically, it exploits the fact that
ŨN [HX|Y ] is distributed according to q, based on which
the set HX|Y is defined. Unfortunately, this technique does
not seem to extend directly to more advanced settings,
specifically those for which the encoder uses a random
variable whose distribution only approximates the original
distribution q, as is the case in Sections III, IV.

Remark 1: Define the set

VX|Y ,
{
i ∈ J1, NK : H(Ui|U i−1Y N ) > 1− δN

}
.

Although VX|Y ⊂ HX|Y and |VX|Y \HX|Y |= o(N) by [5,
Lemma 1], the decoder will fail if it only has access to
(UN [VX|Y ], Y N ) instead of (UN [HX|Y ], Y N ). Indeed, if
the decoder succeeds then, XN can be lossessly compressed,
and its compressed version UN [VX|Y ] is nearly uniform in
variational distance (see [5] for a proof), which is impossible
by [6].

III. ARGMAX DECISION FOR WYNER-ZIV CODING

Wyner-Ziv coding for a DMS (X × Y, qXY ) consists in
compressing XN into a message M , such that a decoder
is able to reconstruct XN within a given distortion D from
Y N and M in the limit of large N . The smallest required
message rate is known and completely characterized by the
following result.

Theorem 2 ([7]): Consider a DMS (X×Y, qXY ), a re-
construction alphabet V , and a distortion measure d : X ×
V → R+. The rate-distortion function for Wyner-Ziv coding
is given by

R(D) = min
qV |X ,f : E[d(X,f(V,Y ))]6D

I(X;V |Y ).

We note that a Wyner-Ziv polar coding scheme for binary
symmetric and additive sources has already been proposed
in [8], for which the symmetry assumption removes the need
for common randomness. Polar coding schemes for lossy
source coding have also been developed in [1], [8] assuming
encoder and decoder share common randomness. We develop
next a polar coding scheme that results in significant savings
of common randomness.

A. Proposed coding scheme

Consider a DMS (X × Y × V, qXY V ) such that V −X−Y
forms a Markov chain and (qV |X , f) achieves R(D) defined
in Theorem 2. Define UN , V NGn, as well as the sets

HV ,
{
i ∈ J1, NK : H(Ui|U i−1) > δN

}
,

HV |Y ,
{
i ∈ J1, NK : H(Ui|U i−1Y N ) > δN

}
,

HV |X ,
{
i ∈ J1, NK : H(Ui|U i−1XN ) > δN

}
,

VV |X ,
{
i ∈ J1, NK : H(Ui|U i−1XN ) > 1− δN

}
.

Assume that encoder and decoder share a sequence C∗ of
|VV |X | uniform bits. We show later that C∗ may be reused
over several encoding blocks so that the rate of shared
randomness vanishes with the blocklength. Our proposed
scheme for Wyner-Ziv coding is then the following.

Encoding. From XN and C∗, form ŨN defined by the

joint distribution p̃UNXN ,

(
N∏
i=1

p̃Uj |Uj−1XN

)
qXN

with

p̃Uj |Uj−1XN (uj |uj−1xN )

,


qUj |Uj−1XN (uj |uj−1xN ) if j∈ HV \VV |X
1{uj =C∗j } if j∈ VV |X
1{uj =argmax

u
qUj |Uj−1(u|uj−1)} if j∈ Hc

V ,

(2)

where the components of C∗ have been indexed by the
set of indices VV |X .
Return ŨN [HV |Y \VV |X ].

Decoding. Form an estimate ÛN of ŨN from
(ŨN [HV |Y \VV |X ], C∗, Y N ) = (ŨN [HV |Y ], Y N ) us-
ing the successive cancellation decoder for lossless
source coding described in Section II.

Note that Theorem 1 does not guarantee decoding success
because ŨN [HV |Y ] does not necessarily have the same
distribution as UN [HV |Y ]. Consequently, the properties of
HV |Y that hold for UN do not necessarily hold for ŨN .

B. Scheme analysis and result

Consider the random variable U
N

that would be obtained
in place of ŨN when using randomized encoding in place
of the argmax decision. Specifically, U

N
is defined by

pUNXN ,
(∏N

i=1 pUj |Uj−1XN

)
qXN with

pUj |Uj−1XN (uj |uj−1xN )

,


qUj |Uj−1XN (uj |uj−1xN ) if j ∈ HV \VV |X
1{uj =C∗j } if j ∈ VV |X
qUj |Uj−1(uj |uj−1) if j ∈ Hc

V

(3)

Define V
N

, U
N
Gn.

Lemma 1: The distribution pV NXN is nearly indistin-
guishable from the distribution qV NXN , in the sense that

V(qV NXN , pV NXN ) 6 δ
(1)
N ,

where δ(1)N , γ
√
NδN .

Proof: We have

D(qV NXN ||pV NXN )

(a)
= D(qUNXN ||pUNXN )

(b)
= D(qUN |XN ||pUN |XN |qXN )

(c)
=

N∑
j=1

D(qUj |Uj−1XN ||pUj |Uj−1XN |qUj−1XN )



(d)
=

∑
j∈HcV ∪VV |X

D(qUj |Uj−1XN ||pUj |Uj−1XN |qUj−1XN )

(e)
=

∑
j∈VV |X

(1−H(Uj |U j−1XN ))

+
∑

j∈HcV

(H(Uj |U j−1)−H(Uj |U j−1XN ))

6 |VV |X |δN + |Hc
V |δN

6 NδN ,

where (a) holds by invertibility of Gn, (b) and (c) hold by
the chain rule for divergence [3], (d) and (e) hold by (3).
The result follows by Pinsker’s inequality.

Lemma 2: Let ŨN and U
N

be drawn from p̃UN and
pUN , defined in (2) and (3), respectively, and let Ṽ N ,
ŨNGn. Then, p̃XNV N is asymptotically close to qXNV N

and pXNV N , in the sense that

V(p̃XNV N , pXNV N ) 6 δ
(2)
N ,

V(p̃XNV N , qXNV N ) 6 δ
(1)
N + δ

(2)
N ,

with δ
(2)
N , N

√
δN + 2δ

(1)
N (N − log δ

(1)
N ), and δ

(1)
N as in

Lemma 1.
Proof: Define a coupling p

X
N
V
N
X̃N Ṽ N

for (X
N
, V

N
)

and (X̃N , Ṽ N ) such that U
N

[HV ] = ŨN [HV ] and X
N

=
XN = X̃N . Then, we have

V (pUNXN , p̃UNXN )

(a)

6 P
[
(U

N
, X

N
) 6= (ŨN , X̃N )

]
(b)
= P

[
U

N 6= ŨN
]

= P
[
∪Ni=1{U i 6= Ũi}

]
6

N∑
i=1

P
[
U i 6= Ũi|U

i−1
= Ũ i−1

]
(c)
=
∑
i∈HcV

P
[
U i 6= Ũi|U

i−1
= Ũ i−1

]

= E
U
i−1

 ∑
i∈HcV

P
[
U i 6= Ũi|U

i−1
= Ũ i−1

]
= E

U
i−1

 ∑
i∈HcV

(
1−

∑
i

qUi|Ui−1(ui|U
i−1

)

×1{ui = arg max
u

qUi|Ui−1(u|U i−1
)}
)]

(d)
= E

U
i−1

 ∑
i∈HcV

(
1− qUi|Ui−1(u∗i |U

i−1
)
)

=
∑
i∈HcV

E
U
i−1

[
1− qUi|Ui−1(u∗i |U

i−1
)
]

(4)

where (a) follows from the coupling Lemma, (b) holds by
definition of the coupling p, (c) holds since U

N
[HV ] =

ŨN [HV ], (d) holds if we define u∗i , argmaxu q(u|ui−1).

Next, for i ∈ Hc
V and N large enough, we have∣∣∣H(Ui|U i−1)−H(Ui|U

i−1
)
∣∣∣

(a)

6
∣∣∣H(U i−1)−H(U

i−1
)
∣∣∣+
∣∣∣H(U i)−H(UiU

i−1
)
∣∣∣

(b)

6 2V(p̄Ui−1 , qUi−1) log
2N

V(p̄Ui−1 , qUi−1)
(c)

6 2δ
(1)
N (N − log δ

(1)
N ), (5)

where (a) holds by the triangle inequality, (b) follows
from [9, Lemma 2.7] and because V(qUi|Ui−1 p̄Ui−1 , qUi) =
V(p̄Ui−1 , qUi−1), (c) holds by Lemma 1 because x 7→ x log x
is decreasing for x > 0 small enough.

For any i ∈ Hc
V , we have

2δ
(1)
N (N − log δ

(1)
N ) + δN

(a)

> 2δ
(1)
N (N − log δ

(1)
N ) +H(Ui|U i−1)

(b)

> H(Ui|U
i−1

)

= E
U
i−1

[
−q(u∗i |U

i−1
) log q(u∗i |U

i−1
)

−(1− q(u∗i |U
i−1

)) log(1− q(u∗i |U
i−1

))
]

> E
U
i−1

[
−(1− q(u∗i |U

i−1
)) log(1− q(u∗i |U

i−1
))
]
,

(c)

> E
U
i−1

[
(1− q(u∗i |U

i−1
))2
]

(d)

>
(
E
U
i−1

[
(1− q(u∗i |U

i−1
))
])2

, (6)

where (a) holds because i ∈ Hc
V , (b) holds by (5), (c) holds

because ∀x ∈ [0, 1/2[, log(x) < −x and q(u∗i |ui−1) > 1/2,
(d) follows by Jensen’s inequality.

Finally, combining (4) and (6) we obtain

V (pUNXN , p̃UNXN )

6
∑
i∈HcV

√
2δ

(1)
N (N − log δ

(1)
N ) + δN

6 N

√
2δ

(1)
N (N − log δ

(1)
N ) + δN . (7)

Also,

V(qV NXN , p̃V NXN )

(a)
= V(qUNXN , p̃UNXN )

(b)

6 V(qUNXN , pUNXN ) + V(pUNXN , p̃UNXN )

(c)

6 δ
(1)
N + δ

(2)
N ,

where (a) holds by invertibility of Gn, (b) holds by the
triangle inequality, (c) holds by Lemma 1 and (7).
We are now ready to prove that the coding scheme of
Section III-A is successful and optimal.

Theorem 3: Assume that ŨN and ÛN are obtained from
the encoding decoding scheme of Section III-A.

(i) ŨN and ÛN are identical with high probability, i.e.,

P[ÛN 6= ŨN ] 6 δ
(3)
N ,



where δ(3)N , δ
(1)
N + δ

(2)
N +NδN with δ(1)N and δ(2)N as

in Lemma 1 and Lemma 2.
(ii) The distortion constraint is satisfied, i.e.,

Ep̃

[
1

N

N∑
i=1

d(Xi, f(V̂i, Yi)

]
6 D + δ

(4)
N ,

with V̂ N , ÛNGn and δ(4)N , dmax(δ
(1)
N +δ

(2)
N +δ

(3)
N ).

(iii) The encoding rate is optimal, i.e.,

lim
N→∞

|HV |Y \VV |X |
N

= I(X;V |Y )

(iv) Encoder and decoder may reuse the common random-
ness C∗ over k blocks of size N . Hence, the rate of
common randomness is H(V |X)/k, which vanishes as
k goes to infinity.
Proof: We prove the statements in order.

(i): Consider an optimal coupling [8], [10] between p̃UN
and qUN such that P[E ] = V(p̃UN , qUN ), where E , {ŨN 6=
UN}. We then have

P[ÛN 6= ŨN ]

(a)
= P[ÛN 6= ŨN |E ]P[E ] + P[ÛN 6= ŨN |Ec]P[Ec]
6 P[E ] + P[ÛN 6= ŨN |Ec]
(b)
= V(p̃UN , qUN ) + P[ÛN 6= ŨN |Ec]
(c)

6 V(p̃UN , qUN ) +NδN
(d)

6 δ
(1)
N + δ

(2)
N +NδN , (8)

where (a) holds by the law of total probability, (b) holds
by optimal coupling, (c) holds by Theorem 1, (d) holds by
Lemma 2.

(ii): First, note that

V(qXNY NV N , p̃XNY NV N )

= V(qY N |XN qXNV N , qY N |XN p̃XNV N )

= V(qXNV N , p̃V NXN ) (9)

where the first equality holds because V −X − Y , Ṽ N is a
function of XN , p̃Y N |XN = qY N |XN . We then upper-bound
the average distortion as follows.

Ep̂

[
1

N

N∑
i=1

d(Xi, f(V̂i, Yi)

]

6 Ep̂

[
1

N

N∑
i=1

d(XN, f(V̂i, Yi)|V̂ N= Ṽ N

]
+dmaxP[V̂ N 6= Ṽ N ]

(a)
= Ep̂

[
1

N

N∑
i=1

d(XN , f(V̂i, Yi)

]
+ dmaxP[ÛN 6= ŨN ]

6 Eq

[
1

N

N∑
i=1

d(Xi, f(Vi, Yi)

]
+ dmax(V(qXNY NV N , p̃XNY NV N ) + P[ÛN 6= ŨN ])

(b)

6 D + dmax(V(qXNY NV N , p̃XNY NV N ) + P[ÛN 6= ŨN ])

(c)
= D + dmax(V(qXNV N , p̃XNV N ) + P[ÛN 6= ŨN ])

(d)

6 D + dmax(2δ
(1)
N + 2δ

(2)
N +NδN ),

where (a) holds by invertibility of Gn, (b) holds by definition
of q, chosen to achieve R(D) in Theorem 2, (c) holds by
(9), (d) holds by (8) and Lemma 2.

(iii): We have VV |X ⊂ HV |X ⊂ HV |Y , where the last
inclusion holds because V −X − Y . Hence,

lim
N→∞

|HV |Y \VV |X |/N

= lim
N→∞

|HV |Y |/N − lim
N→∞

|VV |X |/N
(a)
= H(V |Y )−H(V |X)

(b)
= I(X;V |Y ),

where (a) holds by Theorem 1 and [5, Lemma 1], (b) holds
because V −X − Y .

(iv): Assume that the scheme of Section III-A is repeated
over k blocks of size N with the same shared random-
ness C∗. The overall rate of common randomness is then
|C∗|/Nk, which vanishes as N and k go to infinity. We
now justify that statements (i)− (iii) remain asymptotically
valid. Statement (i) becomes

P[ÛkN 6= ŨkN ] 6
k−1∑
i=0

P[Û
(i+1)N
iN+1 6= Ũ

(i+1)N
iN+1 ] 6 kδ

(3)
N .

Then, similar to [11], one can show the following lemma.
Lemma 3 (Adapted from [11, Lemma 8]): We have

V(qXkNY kNV kN , p̃XkNY kNV kN ) 6 kδ∗N ,

where δ∗N = o(2−N
α

), α < β.
Hence, using Lemma 3 and similar to the proof of (ii), we
obtain for k fixed

lim
N→∞

Ep̃

[
1

kN

kN∑
i=1

d(Xi, f(V̂i, Yi)

]
6 D.

Finally, note that the encoding rate when using k blocks
remains optimal.

IV. ARGMAX DECISION FOR CHANNEL CODING

Polar coding for symmetric channels has been introduced
in [4], and has subsequently be extended to asymmetric
channel without alphabet extension assuming that encoder
and decoder share common randomness [1], or with a
chaining technique [12, Section V]. We develop next a polar
coding scheme that results in significant savings of common
randomness compared to [1] and that also recovers some
statements made in [12, Section V] for polar coding.

A. Proposed coding scheme

Consider a discrete memoryless channel (X , qY |X ,Y) and
the probability distribution qX , argmax

pX

I(X;Y ). Assume



that XN is distributed according to qXN . Define UN ,
XNGn, as well as the sets

VX ,
{
i ∈ J1, NK : H(Ui|U i−1) > 1− δN

}
,

HX ,
{
i ∈ J1, NK : H(Ui|U i−1) > δN

}
,

VX|Y ,
{
i ∈ J1, NK : H(Ui|U i−1Y N ) > 1− δN

}
,

HX|Y ,
{
i ∈ J1, NK : H(Ui|U i−1Y N ) > δN

}
.

Assume that encoder and decoder share a sequence C∗ of
|VX|Y | uniform bits. We show later that C∗ may be reused
over several encoding blocks so that the rate of shared
randomness vanishes with the blocklength. Our proposed
scheme for channel coding is then the following.

Encoding. From message M , a sequence of uniformly
distributed bits, and C∗, form ŨN defined by the

distribution p̃UN ,
N∏
i=1

p̃Uj |Uj−1 with

p̃Uj |Uj−1(uj |uj−1)

,


1{uj =Mj} if j∈ VX\VX|Y
1{uj =C∗j } if j∈ VX|Y
qUj |Uj−1(u|uj−1) if j∈ Vc

X\Hc
X

1{uj =argmax
u

qUj |Uj−1(u|uj−1)} if j∈ Hc
X ,

(10)

where the components of C∗ and M have been indexed
by the set of indices VX|Y and VX\VX|Y , respectively.

Send X̃N , ŨNGn over the channel qY |X and
assume that

F , ŨN [HX|Y \VX|Y ]

is available at the decodera

Decoding. Form an estimate ÛN of ŨN from
(F,C∗, Y N ) = (ŨN [HV |Y ], Y N ) using the succes-
sive cancellation decoder for lossless source coding
described in Section II.

aSee Remark 2

Remark 2: Assume that the encoding and decoding pro-
cess is repeated over k block. The randomness C∗ and the
vectors F ’s for the k blocks can be send to the decoder with
non-optimal transmission rate by means of a polar code for
symmetric channel. Moreover, the rate of this transmission
is negligible compared to the overall message rate, as it can
be upper-bounded by

O

(
k|HX|Y \VX|Y |+|C∗|

kN

)
6 O

( |HX|Y |−|VX|Y |
N

+
|VX|Y |
kN

)
N→∞−−−−→ O

(
H(X|Y )

k

)
k→∞−−−→ 0,

where we have used VX|Y ⊂ HX|Y , and [5, Lemma 1] and
Theorem 1 for the limits.

Remark 3: By analogy with Remark 1, the vector F ,
ŨN [HX|Y \VX|Y ] needs to be known at the decoder. More-
over, we keep a randomized decision rule for the indices in
Vc
X\Hc

X for the proof of Lemma 5. Note that |Vc
X\Hc

X |=
o(N) by Remark 1.

B. Scheme analysis and result

Consider the random variable U
N

that would be obtained
in place of ŨN when using randomized encoding in place of
the argmax decision. Specifically, U

N
is defined by pUN ,∏N

i=1 pUj |Uj−1 with

pUj |Uj−1(uj |uj−1)

,


1{uj =Mj} if j∈ VX\VX|Y
1{uj =C∗j } if j∈ VX|Y
qUj |Uj−1(u|uj−1) if j∈ Vc

X ,

(11)

where the components of C∗ and M have been indexed by
the set of indices VX|Y and HX\VX|Y , respectively. Define
X

N
, U

N
Gn.

Lemma 4: The distribution pXN is nearly indistinguish-
able from the distribution qXN , in the sense that

V(qXN , pXN ) 6 δ
(1)
N with δ(1)N , γ

√
NδN .

Proof: We have

D(qXN ||pXN )

(a)
= D(qUN ||pUN )

(b)
=

N∑
j=1

D(qUj |Uj−1 ||pUj |Uj−1 |qUj−1)

(c)
=
∑
j∈VX

D(qUj |Uj−1 ||pUj |Uj−1 |qUj−1)

(d)
=
∑
j∈VX

(1−H(Uj |U j−1))

6 |VX |δN
6 NδN ,

where (a) holds by invertibility of Gn, (b) holds by the
chain rule for divergence [3], (c) and (d) hold by (11) and
uniformity of C∗ and M . The result follows by Pinsker’s
inequality.

We can then reuse the proof of Lemma 2 to obtain the
following.

Lemma 5: Let ŨN and U
N

be drawn from p̃UN and
pUN , defined in (10) and (11), respectively. Then, p̃XN is
asymptotically close to qXN and pXN , in the sense that

V(p̃XN , pXN ) 6 δ
(2)
N ,

V(p̃XN , qXN ) 6 δ
(1)
N + δ

(2)
N ,

with δ
(2)
N , N

√
δN + 2δ

(1)
N (N − log δ

(1)
N ), and δ

(1)
N as in

Lemma 4.



We now prove that the coding scheme of Section IV-A is
successful and optimal.

Theorem 4: Assume that ŨN and ÛN are obtained from
the encoding decoding scheme of Section IV-A.

(i) ŨN and ÛN are identical with high probability,, i.e.,

P[X̂N 6= X̃N ] = P[ÛN 6= ŨN ] 6 δ
(3)
N ,

where δ(3)N , δ
(1)
N + δ

(2)
N +NδN with δ(1)N and δ(2)N as

in Lemma 4 and Lemma 5.
(ii) The encoding rate is optimal, i.e.,

lim
N→∞

|VX\VX|Y |
N

= I(X;Y )

(iii) Encoder and decoder may reuse the common random-
ness C∗ over k blocks of size N . Hence, the rate of
common randomness is H(X|Y )/k and vanishes as k
goes to infinity. Moreover, the additional transmission
rate of the vectors F ’s is negligible compared to the
overall message transmission rate.
Proof: The proof of (i) is identical to the one of (i)

in Theorem 3. The proof of (ii) follows from [5, Lemma
1] and VX ⊂ VX|Y . Finally, (iii) follows from Remark 2,
moreover, Statements (i) and (ii) clearly remain valid.

V. DISCUSSION

We conclude the paper with a discussion of the sig-
nificance of the result. First, note that the benefit of a
deterministic decision is twofold: it avoids the sharing of
random numbers between the encoder and the decoder, and
it removes the need to draw sequences according to specific
distributions. In the case of Wyner-Ziv coding, this avoids
|Hc

V | random decisions, which is O(N) and is thus non-
negligible; similarly, for channel coding, it avoids |Hc

X |
random decisions. Second, our result also clarifies when one
may use an argmax decision in the encoding and decoding
of polar codes. While earlier works have used this rule,

no formal justification had been provided to the best of
our knowledge. However, whether the random choice of the
bits C∗ in (2) or (10) may be replaced by a deterministic
one remains an open question. Finally, we point out that
the technique used in Sections III-B and IV-B is general
and could be applied to more complicated models, e.g., the
wiretap channel [13], without much difficulty.
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